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1.  INTRODUCTION

The professional field known as system dynamics has been developing for
the last 35 years and now has a world-wide and growing membership.  System
dynamics combines the theory, methods, and philosophy needed to analyze the
behavior of systems in not only management, but also in environmental change,
politics, economic behavior, medicine, engineering, and other fields.  System
dynamics provides a common foundation that can be applied wherever we want to
understand and influence how things change through time.

The system dynamics process starts from a problem to be solved—a
situation that needs to be better understood, or an undesirable behavior that is to be
corrected or avoided.  The first step is to tap the wealth of information that people
possess in their heads. The mental data base is a rich source of information about
the parts of a system, about the information available at different points in a
system, and about the policies being followed in decision making.  The
management and social sciences have in the past unduly restricted themselves to
measured data and have neglected the far richer and more informative body of
information that exists in the knowledge and experience of those in the active,
working world.

System dynamics uses concepts drawn from the field of feedback control to
organize available information into computer simulation models.  A digital
computer as a simulator, acting out the roles of the operating people in the real
system, reveals the behavioral implications of the system that has been described in
the model.  The first articles based on this work appeared in the Harvard Business
Review (Forrester, 1958).  From over three decades in system dynamics modeling
have come useful guides for working toward a better understanding of the world
around us.

The continued search for better understanding of social and economic
systems represents the next great frontier.  Frontiers of the past have included
creating the written literatures, exploring geographical limits of earth and space,
and penetrating mysteries of physical science.  Those are no longer frontiers; they
have become a part of everyday activity.  By contrast, insights into behavior of
social systems have not advanced in step with our understanding of the natural
world.  To quote B. F. Skinner:

"Twenty-five hundred years ago it might have been said that man understood
himself as well as any other part of his world... Today he is the thing he
understands least.  Physics and biology have come a long way, but there has
been no comparable development of anything like a science of human
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behavior... Aristotle could not have understood a page of modern physics or
biology, but Socrates and his friends would have little trouble in following most
current discussions of human affairs." (Skinner, 1971, p. 3)

The great challenge for the next several decades will be to advance
understanding of social systems in the same way that the past century has advanced
understanding of the physical world.

2. DESIGNING MANAGERIAL AND SOCIAL SYSTEMS

Everyone speaks of systems:  computer systems, air traffic control systems,
economic systems, and social systems.  But few realize how pervasive are systems,
how imbedded in systems we are in everything we do, and how influential are
systems in creating most of the puzzling difficulties that confront us.

People deal differently with different kinds of systems.  Engineering systems
are designed using the most advanced methods of dynamic analysis and computer
modeling to anticipate behavior of a system when finally constructed.  On the other
hand, although political, economic, and managerial systems are far more complex
than engineering systems, only intuition and debate have ordinarily been used in
building social systems.  But, powerful system-design methodologies have evolved
over the last 50 years.

In designing an engineering system, say a chemical plant, engineers realize
that the dynamic behavior is complicated and that the design can not successfully
be based only on rules of thumb and experience.  There would be extensive studies
of the stability and dynamic behavior of the chemical processes and their control.
Computer models would be built to simulate behavior before construction of even
a pilot plant.  Then, if the plant were of a new type, a small pilot plant would be
built to test the processes and their control.

But observe how differently social systems are designed.  We change laws,
organizational forms, policies, and personnel practices on the basis of impressions
and committee meetings, usually without any dynamic analysis adequate to prevent
unexpected consequences.

"Designing" social systems or corporations may seem mechanistic or
authoritarian.  But all governmental laws and regulations, all corporate policies that
are established, all computer systems that are installed, and all organization charts
that are drawn up constitute partial designs of social systems.  Such redesigns are
then tested experimentally on the organization as a whole without dynamic
modeling of the long-term effects and without first running small-scale pilot
experiments.  For example, bank deregulation and the wave of corporate mergers
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in the 1980s constituted major redesigns of our economy with inadequate prior
consideration for the results.  All systems within which we live have been
designed.  The shortcomings of those systems result from defective design, just as
the shortcomings of a power plant result from inappropriate design.

Consider the contrast between great advances during the last century in
understanding technology, and the relative lack of progress in understanding
economic and managerial systems.  Why such a difference?  Why has technology
advanced so rapidly while social systems continue to exhibit the same kinds of
misbehavior decade after decade?  I believe the answer lies in failing to recognize
that countries and corporations are indeed systems.  There is an unwillingness to
accept the idea that families, corporations, and governments belong to the same
general class of dynamic structures as do chemical refineries and autopilots for
aircraft.

There is a reluctance to accept the idea that physical systems, natural
systems, and human systems are fundamentally of the same kind, and that they
differ primarily in their degree of complexity.  To admit the existence of a social
system is to admit that the relationships between its parts have a strong influence
over individual human behavior.

The idea of a social system implies sources of behavior beyond that of the
individual people within the system.  Something about the structure of a system
determines what happens beyond just the sum of individual objectives and actions.
In other words, the concept of a system implies that people are not entirely free
agents but are substantially responsive to their surroundings.

To put the matter even more bluntly, if human systems are indeed systems, it
implies that people are at least partly cogs in a social and economic machine, that
people play their roles within the totality of the whole system, and that they
respond in  a significantly predictable way to forces brought to bear on them by
other parts of the system.  Even though this is contrary to our cherished illusion
that people freely make their individual decisions, I suggest that the constraints
implied by the existence of systems are true in real life.  As an example, we see the
dominance of the political system over the individual in the evolution of the
Federal budget deficit.  Every presidential candidate since 1970 has campaigned
with the promise to reduce the federal deficit.  But the deficit has on the average
doubled every four years.  The social forces rather than the president have been
controlling the outcome.  How to harness those social forces has not been
effectively addressed.

The feedback structure of an organization can dominate decision making far
beyond the realization of people in that system.  By a feedback structure, I mean a
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setting where existing conditions lead to decisions that cause changes in the
surrounding conditions, that influence later decisions.  That is the setting in which
all our actions take place.

We do not live in a unidirectional world in which a problem leads to an
action that leads to a solution.  Most discussions, whether in board meetings or
cocktail parties, imply a structure as in Figure 1.

A-4292

Open-loop Impression
of the World 
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Action Result
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Figure 1

The image in Figure 1 suggests that the world is unidirectional, that the
problem is static and we need only act to achieve a desired result.

Instead, we live in an on-going circular environment like Figure 2 in which
each action is based on current conditions, such actions affect conditions, and the
changed conditions become the basis for future action.  There is no beginning or
end to the process.  People are interconnected.  Many such loops are intertwined.
Through long cascaded chains of action, each person is continually reacting to the
echo of that person's past actions as well as to the past actions of others.
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We discovered surprising things in our early work with corporations that we
now realize carry over to all social systems (Roberts, 1978 (Edward)).  First, most
difficulties are internally caused, even though there is an overwhelming and
misleading tendency to blame troubles on outside forces.  Second, the actions that
people know they are taking, usually in the belief that the actions are a solution to
difficulties, are often the cause of the problems being experienced.  Third, the very
nature of the dynamic feed-back structure of a social system tends to mislead
people into taking ineffective and even counterproductive action (Sterman, 1989).
Fourth, people are sufficiently clear and correct about the reasons for local decision
making—they know what information is available and how that information is
used in deciding on action.  But, people often do not understand correctly what
overall behavior will result from the complex interconnections of known local
actions.

In our early system dynamics work we found we could go into a troubled
company and uncover the reasons for its problems.  The difficulty might be falling
market share (Forrester, 1968), or fluctuations in production with employment
varying from working overtime one year to having half the work force laid off two
years later (Forrester, 1961), or a lower profitability than other companies in the
industry.  Such difficulties are widely known to employees and the community,
and are discussed in the business press.

Such an analysis draws on knowledge about how structure and policy relate
to behavior.  Information comes primarily from interviewing people in the
company about how they make decisions at their individual operating points.
Statements describing the basis for decisions are the rules or policies governing
action.  As I use the term "policy," it represents all the reasons for action, not just
formal written policy.  These interviews are extensive and penetrating.  There
might be several sessions with each of many individuals.  The discussions range
widely from normal operations, to what was done in various kinds of past crises,
what is in the self interest of the individual, where are the influential power centers
in the organization, what would be done in various hypothetical situations that
have never happened, and what is being done to help in solving the serious
problem facing the company.

Talking to a manager usually reveals a clear and comprehensive picture of
the rules and conditions driving decisions at that position in the corporation.  Then,
when talking to another manager about the first manager, the same picture usually
emerges.  In other words, people see themselves very much as others see them.
There is substantial consistency throughout the organization as to the actual
operational policies that are guiding decisions.  Furthermore, the policies are
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justified in terms of how those policies are expected to correct the great difficulty
that the company is experiencing.

Up to this point, the study of such a company follows the case-study
approach to management education.  That is, a comprehensive examination of  all
related parts of the company is made in the context of the problem that is to be
solved.  But, if left at this point, the weakness of the case-study method would
dominate the outcome.  A descriptive model of the company would have been
assembled, but the human mind is not able to deal with the inherent dynamic
complexity of such a situation.

For those who have studied mathematics through differential equations, such
a descriptive model is equivalent to a high-order nonlinear differential equation.
No scientist or mathematician can solve such a system mentally.  Just as with the
operation of a chemical plant, only computer simulation methods are capable of
revealing the behavior implicit in the structure that can be built from knowledge
about the many local decision-making individuals and how they are connected.

After obtaining a description of the important policies, information flows,
and interconnections in a company, the next step is to translate that description into
a computer simulation model.  A simulation model does not involve complicated
mathematics but instead is a language translation from the original description to
computer instructions.  Such a model allows the computer to act out the roles of
each decision point in the model and feed the results to other connected decision
points to become the basis for the next round of decisions.  In other words, a
laboratory replica of the company then exists in the computer where one can
observe the behavioral consequences of the policies that had been described in the
interviews—policies that are intended to solve the company's problem.

To the surprise of those unfamiliar with the devious nature of such dynamic
systems, the computer model, based on policies known to people in the company,
will usually generate the very difficulties that the company had been experiencing.
In short, the policies that were believed to solve the problem are, instead, the cause
of the problem.  Such a situation creates a serious trap and often a downward
spiral.  If the policies being followed are believed to alleviate the problem, but, in
hidden ways, are causing the problem, then, as the problem gets worse, pressures
increase to apply still more strongly the very policies that are causing the problem.

Sometimes, one need not even go into a company to identify the system
creating a problem.  Many readers will remember the People Express airline.
During its early history People Express was spectacularly successful with one of
the highest growth rates in the history of American corporations.  Don Burr, the
founder, was a popular speaker at business schools on the philosophy and policies
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for corporate success.  In 1983, the Harvard Business School published a
management case on the history, practices, and success of People Express (Harvard
Business School, 1983).

From Don Burr's public speeches and the published case study, Professor
John D. Sterman at the MIT Sloan School of Management created a system
dynamics simulation model of the People Express corporation.  The model
represents the propensity to expand the air fleet, the relatively greater difficulty in
expanding trained service personnel, and the competitive effects of low fares on
other airlines and on the financial position of People Express.  The model
generates a powerful growth mode followed by sudden failure, just as happened
with the actual airline.  One discovers from the model that it was implicit in
publicly stated policies that the company was doomed to collapse after an initial
unusual success.

John Sterman has been using the computerized People Express case as a
dramatic introduction to management for the 200 students enrolling each fall for a
master's degree in management at MIT.  For more than six hours, in the ballroom
of the Marriott Hotel, with 100 Macintosh computers, students explore various
policies affecting corporate profitability and the rate and stability of growth.  They
are able to appreciate how a mix of apparently reasonable policies can produce
rapid unbalanced expansion followed by deteriorating quality and sudden collapse.

Misjudgments rather similar to those at People Express lie behind much of
the foreign encroachment on American markets in the 1980s.  Foreign infiltration
was initially blamed by American companies on lower foreign wages and lower
product price.  In response, domestic prices were reduced until there were
insufficient profit margins to permit fixing the real difficulties, which were usually
more in design and in quality of product and service than in price.  As so often
happens, the domestic failure to compete arose more from mismatched internal
policies than from external forces.

3. A NEW KIND OF MANAGEMENT EDUCATION

All of this points to a new kind of management education.  Beyond that, it
suggests a new kind of manager for the future.  One can now see clearly a kind of
management education that we might call "enterprise design."  And in the future
there is a role for the output of such an education, the "enterprise designer."

A fundamental difference exists between an enterprise operator and an
enterprise designer.  To illustrate, consider the two most important people in the
successful operation of an airplane.  One is the airplane designer and the other is
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the airplane pilot.  The designer creates an airplane that the ordinary pilot can fly
successfully.  Is not the usual manager more a pilot than  a designer?  A manager is
appointed to run an organization.  Often there is no one who consciously and
intentionally fills the role of organizational designer.

Organizations built by committee, by intuition, and by historical
happenstance often work no better than would an airplane built by the same
methods.  Time after time one sees venture capital groups backing a new enterprise
in which the combination of corporate policies, characteristics of products, and
nature of the market are mismatched in a way that predetermines failure, just as
with People Express airline.  Like a bad airplane design that no pilot can fly
successfully, such badly designed corporations lie beyond the ability of real-life
managers.

I first began to glimpse the possibilities of enterprise design in the 1960s
when, for its first ten years, I was on the board of directors of the Digital
Equipment Corporation.  To guide my own position on the board, I developed a
system dynamics model of how high-technology growth companies evolve.  The
model incorporated some 250 variables ranging from physical processes, to
managerial goals and leadership characteristics, to interactions among company,
market, and competitors.  The model exhibited the full range of typical behaviors
for such companies from early failure, through limited growth followed by
stagnation, to sustained growth with repeated major crises, and on to untroubled
growth.  These differences emerged in the model as a result of different policies
that could be clearly identified in the various companies having the corresponding
kinds of behavior.  From the model came improved understanding of how
corporate policies determine the corporate future (Forrester, 1964).

Management education, in all management schools, has tended to train
operators of corporations.  But there has been rather little academic attention to the
design of corporations.  The determination of corporate success and failure seldom
arises from functional specialties alone, but grows out of the interactions of
functional specialities with one another and with markets and competitors.  The
policies governing such interactions have not been adequately handled in
management education.  We need to deal with the way policies determine
corporate stability and growth in an intellectual, challenging, quantitative, and
effective way.  Such management education leads to what I refer to as enterprise
design.  Such an education would build on three major innovations that have
already occurred in this century.

The first innovation was the case-study method of management education as
pioneered by the Harvard Business School beginning around 1910.  Second was
the development of theory and concepts related to dynamic behavior of feedback
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systems as first developed in engineering at the Bell Telephone Laboratories and
MIT in the 1930s and 1940s.  Third has been digital computers, especially the
recent personal desk-top computers, that permit simulation modeling of systems
that are too complex for mathematical analysis.

The first innovation, the case method of management education, has
achieved a wide following because it addresses the problems of general
management and the interactions among parts of the corporate-market-competitor
system.  The case method also draws great strength from being based on the full
range of descriptive information and managerial knowledge that is available in the
actual working world.  But the case method, has a major weakness.  The
description of a case captures policies and relationships that together describe a
system so complex that it can not be reliably analyzed by discussion and intuition.
Such attempts often draw the wrong dynamic conclusions and fail to reveal why
corporations in apparently similar situations can behave so differently.

The second innovation, the understanding of the dynamics of feedback
systems, has now emerged from engineering to be seen as an organizing concept
for human systems as well.  Feedback processes govern all growth, fluctuation, and
decay.  They are the fundamental basis for all change.  They allow new insights
into the nature of managerial and economic systems that have escaped past
descriptive and statistical analysis.

The third innovation, the digital computer, for the first time allows efficient
simulation of complex dynamic models.  Such simulation is the only known way to
determine behavior in complicated nonlinear systems.

Bringing these three innovations together offers the potential for a major
breakthrough in management education.  The combination will permit going far
beyond the case-study method of management education by adding a rigorous
dynamic dimension to the rich policy and structural knowledge possessed by
managers.  The difference between present management schools and management
education in the future will be as great as the difference between a trade school that
trains airplane pilots and a university engineering department that trains aircraft
designers.  Pilots continue to be needed, and so will operating managers.  But just
as successful aircraft are possible only through skilled designers, so in the future
will competition create the necessity for enterprise designers who can reduce the
number of design mistakes in the structure and policies of corporations.

Correct design can make the difference between a corporation that is
vulnerable to changes in the outside business environment and one that exhibits a
high degree of independence from outside forces.  Correct design can improve the
stability of employment and production.  Correct design, in the balance of policies
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for pricing, capital plant acquisition, and sales force, can often make the difference
between growth burdened by debt and growth out of earnings.  Correct design can
help avoid the adoption of policies offering short-term advantage at the expense of
long-term degradation.  Correct design can help prevent expenditure of managerial
time in debating policies that are inherently of low leverage and therefore
unimportant.  Correct design can help identify the very small number of high-
leverage policies capable of yielding desirable change.

Future training in enterprise design will include study of a library of generic
management situations combining descriptive case studies with dynamic computer
models, each of which have wide applicability in business.  I estimate that about 20
such general, transferrable, computerized cases would cover perhaps 90 percent of
the situations that managers ordinarily encounter.  Several powerful examples
already exist.  They include a model of stability and fluctuation in a distribution
system (Forrester, 1961, Chapters 2, 15, and 16), a model of sales budget and
capital investment as they often restrict growth (Forrester, 1968), a model of
promotion chains and evolution into a top-heavy distribution of management
personnel when growth slows, and a model dealing with imbalances between
design, production, marketing, and service as these influence market share.  Each
such model manifests many different modes of behavior ranging from troublesome
to successful depending on the policies employed within it.

In management there is a tendency to identify a weakness, then try to find
ways to relieve the symptoms.  But it would be more fundamental to insist on
understanding why the objectives are not already being met.  What is it in the
design of a corporation that is inhibiting success?  A frontal assault on the
symptoms, while the underlying causes remain in place, almost always fails.
Success will follow when the designs of corporations give greater emphasis to
removing the causes of problems rather than to trying to counteract the symptoms.
I see the solution of many corporate problems coming in time from a new
profession of enterprise designers.

4. MODELING FOR WHAT PURPOSE?

System Dynamics does not impose models on people for the first time.
Models are already present in everything we do.  One does not have a family or
corporation or city or country in one’s head.  Instead, one has observations and
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assumptions about those systems.  Such observations and assumptions constitute
models.  Such mental models are then used as a basis for action (Senge, 1990).1

The ultimate success of a system dynamics investigation depends on a clear
initial identification of an important purpose and objective.  Presumably a system
dynamics model will organize, clarify, and unify knowledge.  The model should
give people a more effective understanding about an important system that has
previously exhibited puzzling or controversial behavior.  In general, influential
system dynamics projects are those that change the way people think about a
system.  Mere confirmation that current beliefs and policies are correct may be
satisfying but hardly necessary, unless there are differences of opinion to be
resolved.  Changing and unifying viewpoints means that the relevant mental
models are being altered.  But whose mental models are to be influenced?  If a
model is to to have impact, it must couple to the concerns of a target audience.
Successful modeling should start by identifying the target audience for the model.

4.1. Unifying Knowledge

Complex systems defy intuitive solutions.  Even a third order, linear
differential equation is unsolvable by inspection.  Important situations in
management, economics, medicine, and social behavior usually lose reality if
simplified to less than fifth-order nonlinear  dynamic systems.  Often the model
representation must be twentieth order or higher.

Attempts to deal with nonlinear dynamic systems, using ordinary processes
of description and debate, lead to internal inconsistencies.  Underlying assumptions
may have been left unclear and contradictory.  Mental models are often logically
incomplete.  Assumed resulting behavior is likely to be contrary to that implied by
the assumptions being made about underlying system structure and governing
policies.

System dynamics modeling can be effective because it builds on the reliable
part of our understanding of systems while compensating for the unreliable part.
The system dynamics procedure untangles several threads that cause confusion in
ordinary debate.  The modeling process separates consideration of underlying
assumptions (structure, policies, and parameters) from the implied behavior.  By

                                                
1  “The Fifth Discipline” by Senge discusses systems thinking and mental models.  It provides a

transition from non-systemic thought processes to the field of system dynamics.  The
necessary further step, after becoming aware of systems, leads into system dynamics and
introduces computerized simulation models to provide the discipline needed to help the
unaided thought processes from arriving at fallacious conclusions about dynamic behavior.
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considering assumptions independently from resulting behavior, there is less
inclination for people to differ on assumptions, with which they actually can agree,
merely because they initially disagree with the dynamic conclusions that might
follow.

Figure 3 divides knowledge of systems into three categories to illustrate
wherein lie the strengths and weaknesses of mental models and simulation models.

Observed
structure
and policies

Expectations
about behavior

Actual
behavior

|
 a

a

b
|

b

Figure 3.  Three categories of information
      in the mental data base.

The top of the figure represents knowledge about structure and policies, that
is, about the elementary parts of a system.  This is local non-dynamic knowledge.
It describes information available at each decision-making point.  It identifies who
controls each part of a system.    It reveals how pressures and crises influence
decisions.  In general, information about structure and policies is far more reliable,
and is more often seen in the same way by different people, than is generally
assumed.  It is only necessary to dig out the information, guided by knowing how
structure is related to dynamics, that is, by using system  dynamics insights about
how to organize structural information to address a particular set of dynamic
issues.

The middle of the figure represents assumptions about how the system will
behave, based on the observed structure and policies in the top section.  This
middle body of beliefs are, in effect, the assumed intuitive solutions to the dynamic
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equations described by the structure and policies in the top section of the diagram.
The center section of the diagram represents the solutions, arrived at by
introspection and debate and compromise, to the high-order nonlinear system
described in the top part of the figure.  In the middle lie the presumptions that lead
managers to change policies or lead governments to change laws.  Based on
assumptions about how behavior is expected to change, policies and laws in the top
section are altered in an effort to achieve assumed improved behavior in the middle
section.

The bottom of the figure represents the actual system behavior as it is
observed in real life.  Very often, actual behavior differs substantially from
expected behavior.  Discrepancies exist across the boundary b-b.  The surprise,
arising from the fact that observed structure and policies do not lead to the
expected behavior, is usually explained by assuming that information about
structure and policies must have been incorrect.  Unjustifiably blaming inadequate
knowledge about parts of the system has resulted in devoting uncounted millions
of man-hours to data gathering, questionnaires, and interviews that have failed to
significantly improve the understanding of systems.

A system dynamics investigation usually shows that the important
discrepancy is not across the boundary b-b, but across the boundary a-a.  When a
model is built from the observed and agreed upon structure and policies, the model
usually exhibits the actual behavior of the real system.  The existing knowledge
about the parts of the system is shown to explain the actual behavior.  The
dissidence in the diagram arises because the intuitively expected behavior in the
middle section is inconsistent with the known structure and policies in the top
section.

The discrepancies of Figure 3 can be found repeatedly in the corporate
world.  A frequently recurring example in which known corporate policies cause
loss of market share and instability of employment arises from the way delivery
delay affects sales and expansion of capacity.  Rising backlog (and the
accompanying increase in delivery delay) discourage incoming orders for product
even while management favors larger backlogs as a safety buffer against business
downturns.  As management waits for still higher backlogs before expanding
capacity, orders are driven down by unfavorable delivery until orders equal
capacity.  The awaited signal for expansion of capacity never comes because
capacity is controlling sales rather than potential demand controlling capacity.
When sales fail to rise because of long delivery delays, without management
perceiving the true cause, management then lowers prices in an attempt to
stimulate more sales.  Sales increase briefly but only long enough to build up
sufficient additional backlog and delivery delay to compensate for the lower prices.
Price reductions lower profit margins until there is no longer economic justification
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for expansion.  In such a situation, adequate information about individual
relationships in the system is always available for successful modeling, but
managers are not aware of how the different activities of the company are
influencing one another.  Lack of capacity may exist in manufacturing, product
service, skilled salesmen, or even in prompt answering of telephones (Airlines cut
fares to attract passengers.  But, how often, because of inadequate telephone
capacity, are potential customers put on "hold" until they hang up in favor of
another airline?)

In a similar way at the national level, the System Dynamics National Model
shows that puzzling and controversial economic behavior arises directly from
known structure and managerial policies (Forrester, 1979).  By building production
sectors of the National Model using managerial policies derived from 20 years of
corporate modeling, we find that most economic behavior arises from the private
sector.  Governmental taxation and monetary policies have less effect than usually
assumed and lack the expected leverage for controlling economic behavior.  The
Great Depression of the 1930s has been blamed both on restrictive monetary policy
and on protective tariffs, but we find that depressions arise at 45 to 60 year
intervals as a result of the economic long wave, or Kondratieff cycle, which is
driven primarily by major shifts in private-sector incentives for investing in capital
plant, borrowing, and saving (Forrester, 1977; Sterman, 1986).

Debate about the economic long wave illustrates the situation depicted in
Figure 3 (Kondratieff, 1984; Freeman, 1983; van Duijn, 1983).  There is little
acceptance by economists of the idea that structures could exist capable of
producing a major economic fluctuation with some 50 years between peaks.  Yet
much of the theory for such a long economic wave already is established in the
mainstream of economic thought.

In teaching macroeconomics, the classic multiplier-accelerator process is
often used to explain short-term business cycles having 3 to 10 years between
peaks.  The multiplier (rising consumer income causing increased demand) and the
accelerator (rising demand causing increased capital investment, wages, and
consumer income) represent widely accepted and fundamentally correct
assumptions about structure and policies belonging in the top category in Figure 3.
However, the belief that the multiplier and accelerator interact to cause short-term
business cycles arises from an assumed dynamic solution to the equations
describing the structure.  The assumed dynamic solution belongs to the middle
category in Figure 3 where beliefs are often incorrect.

While investigating cyclic economic behavior, several system dynamics
investigators have shown that the multiplier and accelerator are not significant in
creating short-term business cycles but are powerful contributors to generating
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much longer cycles having several decades between peaks (Forrester, 1982,
(Nathan B.); Low, 1980; Mass, 1975).

Even though the economic long wave has been broadly rejected in
economics, the accepted multiplier-accelerator relationships go far in explaining
long-wave behavior.  Here we see a common situation.  Both sides in a debate can
usually agree on underlying assumptions.  But there is disagreement about the
dynamic consequences.  Building those accepted assumptions into a dynamic
model begins to resolve differences arising from incorrect intuitive solutions to
complex systems.

4.2. Enhancing Mental Models

Because of errors of dynamic interpretation in mental models, policy
changes have often led to ineffective results, or worse, to the opposite of the
intended results.  A policy giving opposite of the intended result was identified in
Urban Dynamics  (Forrester, 1969, pages 65-70; Alfeld and Graham, 1976; Mass,
1974; Schroeder, et al., 1975).  Economic distress in declining American cities in
the 1960s generated symptoms of high unemployment and deteriorating housing.
It appeared natural enough to combat such symptoms by government intervention
to build low-cost housing.  But the modeling study showed, as events have since
confirmed,  that such urban areas already have more low-cost housing than the
economy of the city can sustain.  Public policy to build more such housing merely
occupies land that could instead have been used for job-creating businesses, while
at the same time the housing attracts people who needed jobs.  A low-cost housing
program introduces a powerful double force for increasing unemployment, both by
reducing employment while at the same time attracting people seeking work.
Low-cost housing programs in inner cities become a social trap.  The policy of
building low-cost housing actually creates poor and  unemployed people, rather
than alleviating personal hardship.  The lesson here is to avoid attacking symptoms
of difficulty until the causes of those symptoms have been identified, and a high-
leverage policy has been found that will cause the system itself to correct the
problem.

System dynamics models have little impact unless they change the way
people perceive a situation.  A model must help to organize information in a more
understandable way.  A model should link the past to the present by showing how
present conditions arose, and extend the present into persuasive alternative futures
under a variety of scenarios determined by policy alternatives.  In other words, a
system dynamics model, if it is to be effective, must communicate with and modify
the prior mental models.  Only people's beliefs, that is, their mental models, will
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determine action.  Computer models must relate to and improve mental models if
the computer models are to fill an effective role.

4.3. Small Models versus Large Models

What kind of system dynamics model interacts best with mental models?
Clearly, a small model has advantages over a large model.  A recent trend in
system dynamics has been toward small models to be used for enhancing insight.
Often, such models have been built directly from mental models.  The process is
one of discussing with a small group their concerns, assumptions, and
expectations.  While the conversation is in progress, a system dynamics model can
be created on a desktop computer.  Recent software advances, especially the user-
friendly STELLA (High Performance Systems, 1990; Richmond, 1985, pages 706-
718),  facilitate the interaction between mental models and computer models
(Vescuso, 1985, 964-974).  Simple models used as interactive games, such as one
demonstrating the economic long wave, or Kondratieff cycle (Sterman and
Meadows, 1985), can also create a dramatic impact as they reveal unexpected
implications of existing mental models.

If small models align best with mental models, and thereby have the greatest
effect, what is the role for large models?  The answer must depend on the
circumstances.  First, the size of a model that can interact with mental models
depends on the amount of time and effort that will be devoted to making
connections between the mental and the computer simulation models.  If the
available time is a half day, clearly the computer model can have no more than a
few variables.  On the other hand, if the computer model is for research purposes
and months or even years are available to explore its implications, then the model
can be of far wider scope.  Even with more time available, there must be a clear
justification for a large model.  Special system dynamics software is also available
for professional work with larger models (Pugh, 1986; Eberlein, 1991).

The System Dynamics National Model serves to put large and small models
into perspective.  The National Model is large, with more than two thousand
equations.  However, it is much smaller than was originally projected.  As we have
come to understand the Model better, and to relate its behavior to actual economic
behavior, it has become apparent that the originally envisioned far larger model
was not necessary.  The proper balance between size and clarity suggested
simplification.  Many planned production sectors have now been aggregated into
just two—capital plant and equipment,  and consumer goods.  Within sectors, there
has been simplification especially in labor mobility and banking.
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Research with the National Model focuses on four distinct modes of
economic behavior—business cycles, the economic long wave, money inflation,
and growth.  Simple models have been created for demonstrating most of these
modes separately (Sterman, 1985).  Such simple models are possible because the
separate modes arise from different structures within an economy.  Simple models
are far easier to understand than the full National Model and for many purposes are
more effective.  However, simple models alone do not answer certain important
questions.

There are many interactions between the four basic modes of economic
behavior (short-term business cycles, economic long waves, money inflation, and
growth) that do not reveal themselves in separate simple models of individual
modes.  An example is the way in which the economic long wave, having some 45
to 60 years between peaks, modulates the amplitude of short-term 3-to-10-year
business cycles.  During a long-wave expansion as in the 1950s and 1960s, excess
demand and limited output caused by shortages of both capital and labor, suppress
business cycles.  Near and after the long-wave peak, as in the 1970s and 1980s, the
amplitude of business cycles becomes larger because the oversupply of capital and
labor allows business-cycle expansions to be more aggressive, to overbuild
inventories, and then to induce sharper cutbacks to rebalance supply and demand.
This  interpretation of economic behavior during the last several decades is
different from that which has been conventionally accepted.  After World War II,
mild business cycles were attributed to Keynesian economics and fine tuning of
monetary policy, but such beliefs were shattered in the 1970s when business cycles
again became more severe.  Our work shows the shifting nature of business-cycle
behavior as arising from interactions among major dynamic modes in the private
economy, rather than from governmental policies.

5. THE SYSTEM DYNAMICS PARADIGM

System dynamics adheres to viewpoints and practices that set it apart from
other fields dealing with the behavior of systems (Randers, 1980).  But even so, the
unique character of system dynamics has never been adequately set forth.  Each
aspect of system dynamics is accepted by some other professional group at least to
a degree.  System dynamics is distinguished not only by the particular cluster of
beliefs that guide the work but also by the degree to which those characteristics are
indeed practiced.
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5.1. Endogenous Behavior

I believe the best system dynamics practice puts rather extreme demands on
a model for generating within itself the behavior modes of interest.  That is, the
model boundary is to be established so that the causal mechanisms lie inside the
boundary.  This expectation of finding endogenous causes of behavior is in sharp
contrast to the view often found elsewhere (Richardson, 1991).2  People are far
more comfortable blaming their troubles on uncontrollable external causes rather
than looking to their own policies as the central cause.  Business managers
attribute product and corporate failures to competitors, bankers, and government
rather than to their own handling of resource allocations, pricing, and interpretation
of customer needs.  Governments blame balance of trade difficulties on other
countries rather than recognizing the cause in domestic deficits, tax policies, and
monetary actions.

In contrast to the endogenous viewpoint, economists often imply that the
economic system is almost in equilibrium almost all the time with important
behavior arising only from unexpected exogenous forces.  The exogenous
viewpoint common in economics leads to seeing the monetary authority as a free-
will arm of government policy for unilaterally controlling economic behavior,
whereas, in the National Model, we represent the monetary authority as an integral,
interacting part of the economic system and as being responsive to forces such as
unemployment, liquidity, and interest rates.   Economists have explained business
cycles in terms of exogenous actions of government, whereas, we find that
business cycles arise out of internal oscillatory tendencies in production,
employment, and inventories excited by those continuous streams of small random
variations existing in all decision processes.

The system dynamics emphasis on endogenous behavior is more like that of
an engineer in designing an oil refinery.  The engineer looks at the individual
working characteristics of the chemical reactors, evaporators, and distillation
towers; considers how they are interconnected and controlled; and evaluates the
dynamic behavior implied by their feedback loops.  The engineer does not attempt
to improve a refinery by using only information about the feed stocks that go in
and the products that come out.  He does not assume that the refinery exists in a
state of equilibrium that is affected only by exogenous events that impact the plant
from outside its surrounding fence.

                                                
2  Richardson discusses how system dynamics relates to other traditions of thinking about closed-

loop behavior in the social sciences.
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System dynamics models build from the inside to determine and to modify
the processes that cause desirable and undesirable behavior.

5.2. Sources of Information

Effectiveness of a model depends on how it uses the wide range of
information arising from the system being represented (Forrester, 1980).  In
creating a system dynamics model, information is used in a substantially different
way from that in other branches of the social sciences.  The differences arise from
the system dynamics focus on policy statements as the basic building blocks of a
model and from a broader range of information sources used for creating a model.

Information is available from many sources.  Figure 4 suggests three
classifications of information—the mental data base, the written data base, and the
numerical data base.  Although "data" is a term that is  often used to mean only
numerical information, the dictionary meaning is far broader.  Data is "something
that is given from being experientially encountered" and "material serving as a
basis for discussion, inference, or determination of policy" and "detailed
information of any kind" (Webster's Third, Unabridged).

         Mental
       data base

  Written
data base

Numerical
data base

Figure 4.  Decreasing information content in moving
                         from mental to written to numerical data bases.

Human affairs are conducted primarily from the mental data base.  Anyone
who doubts the dominance of remembered information should imagine what would
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happen to an industrial society if it were deprived of all knowledge in people's
heads and if action could be guided only by written policies and numerical
information.  There is no written description adequate for building an automobile,
or managing a family, or governing a country.  People absorb operating
information from apprenticeship and experience.  The dominant significance of
information from the mental data base is not adequately appreciated in the social
sciences.

The mental data base contains vastly more information than the written data
base, which, in turn, contains far more information than the numerical data base.
Furthermore, the character of the information differs in the three categories.  As
one moves down the diagram, each category of information contains a smaller
fraction devoted to structure and to description of policies.  That is, the written and
numerical data bases contain not only less information, but progressively smaller
proportions of the information needed for constructing a dynamic model.

If the mental data base is so important to the conduct of human systems, then
a model of such a system should include relevant knowledge from all available
sources, including that which resides only in the mental data base.  The mental data
base is rich in structural detail; in it is knowledge of what information is available
at various decision-making points, where people and goods move, and what
decisions are made.  The mental data base is especially concerned with policy, that
is, why people respond as they do, what each decision-making center is trying to
accomplish, what are the perceived penalties and rewards, and where self-interest
clashes with institutional objectives.

In general, the mental data base relating to policy and structure is reliable.
Of course, it must be cross-checked with all other available information.
Exaggerations and over simplifications exist and must be corrected.  Interviewees
must be pressed beyond quick first responses.  Interrogation must be guided by a
system dynamics knowledge of what different structures imply for behavior.  But
from the mental data base, a consensus usually emerges that is useful and
sufficiently correct.

The written data base contributes to a dynamic model at several stages.
Published material makes information more widely available than if it is only
exchanged between mental data bases.  In terms of usefulness for modeling of
business and economic systems, the daily and weekly public and business press is
frequently more useful than the professional press or historical accounts that adopt
a longer time horizon.  The current press reports the pressures of the moment that
surround decisions.  The temporal nature of a decision sharply restricts the kind of
literature in which operating policy will be revealed.  Policies govern decisions and
decisions control action.  Decisions are fleeting.  There is only a single instant in
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time when one can act.  That time is now.  Action must take place in the present
moment that separates history from the future.

The ever-advancing present moment is the business person's and politician's
world of action.  It is the world of placing orders, hiring people, buying equipment,
borrowing money, bargaining with unions, and extending credit.  As a
consequence of the short life of a decision, it is primarily in the literature of the
present that decisions are discussed in terms of goals, threats, limited information,
and restraints on action.  The multifaceted conflicting pressures of real decision
making are almost absent from economics textbooks and professional journals.
The professional literature emphasizes how decisions should be made rather than
how they actually are made, how equilibrium is determined rather than how
dynamic behavior arises, and how macroeconomic theory might apply rather than
how the microstructure creates the macrobehavior.

The numerical data base is of narrower scope than either the written or
mental data bases.  Missing from numerical data is direct evidence of the structure
and policies that created the data.  The numerical data do not reveal the cause and
effect directions among variables.  In complex nonlinear feedback systems,
statistical analysis of historical data should be used cautiously (Graham, 1980;
Senge, 1978).  Even so, numerical data can contribute to system dynamics model
building in three ways.  First, numerical information is available on some
parameter values.  For example, average delivery delays for filling orders, typical
ratios of factor inventories to production, normal bank balances, and usual
inventory coverages can be determined from business records.  Second, numerical
data has been collected by many authors in the professional literature summarizing
characteristics of economic behavior such as average periodicity of business cycles
and phase relationships between variables.  Third, the numerical data base contains
time series information that in system dynamics is often best used for comparison
with model output rather than for determining model parameters.

With regard to the use of data, system dynamics operates more like the
engineering and medical professions, and less like practices in economics.  All
information is admissible to the process of model building.  Information from the
mental data base is recognized as a rich source of knowledge about structure and
the policies governing decisions.  Parameter values are drawn from all available
sources, not merely from statistical analysis of time series.  The mental and written
data bases are the only sources of information about limiting conditions that have
not occurred in practice but which are important in determining the nonlinear
relationships that govern even normal behavior.
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6. LEARNING FROM MODELS

Model building should be a circular process of creating a model structure,
testing behavior of the model, comparing that behavior with knowledge about the
real world being represented, and reconsidering structure (Forrester, 1975).  During
the process of modeling, the system dynamicist should always be alert to new
discoveries about behavior.  The new discoveries may relate either to the particular
system being studied or to the general nature of systems.

6.1. Surprise Discoveries

Only if there is a standard against which the model is being compared—
existing knowledge of the real system—can one be prepared for surprises from the
model.  Surprising behavior means behavior that was not expected in terms of what
was known about behavior of the actual system.  Surprising behavior will usually
point to model defects.  But the modeler must be always alert to the possibility that
the unexpected behavior of the model is revealing a new insight about the real
system.

Our work on the economic long wave, or Kondratieff cycle, in the System
Dynamics National Model Project arose as a surprise discovery.  When sectors for
consumer goods and capital equipment were first connected, a large fluctuation
arose in the demand for capital equipment with peaks some 50 years apart.

In response to such a surprise, one should first assume a major error in a
model.  However, as a model is improved and errors are removed, there is a rising
probability that surprising behavior is revealing a new insight about the real
system.

In the National Model, after study, the 50-year rise and fall of economic
activity seemed plausible.  Turning to historical economic behavior, we found
extensive and diverse evidence of behavior like that which the model was
generating.  As other sectors of the model were added, additional model variables
became involved in the long-wave process and repeatedly the expanded model
behavior was found to have a real-life counterpart.  For example, only recently we
found that real interest rate (nominal interest minus inflation) in the model is low
or negative before the long-wave peak, just as it was in the 1970s, and that real
interest rate in the model moves quickly positive after the peak, as it did in the
early 1930s and as it did again in the 1980s.  Such behavior of real interest arises
mostly from the private sector rather than  from government policy as is commonly
assumed.
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6.2. General Characteristics of Systems

Even more important than finding unexpected behavior of a specific system
is the discovery of general characteristics that are applicable to a broad class of
systems, or even to nearly all systems.  In complex nonlinear systems, such
generalizing must be interpreted with caution, but, even so, rules of thumb can be
identified that are usually valid and give a useful basis for thinking about systems.

In such generalizing, one should make ties to history, myths, fables, and
lessons from the great religions.  The lessons that come to us from such traditional
sources contain powerful threads of truth that are being ignored in modern attitudes
dominated by short-run considerations.  Several general characteristics of systems
were identified in Urban Dynamics (Forrester, 1969, pages 107-114).  Two
examples will illustrate.

First, a characteristic like the long-term versus short-term trade off applies to
most decisions.  But the inherent conflict between immediate and ultimate
consequences is not given its proper weight in management and political decisions.
On the other hand, the recognition of the trade off goes back at least as far as the
ancient Greeks.  Aesop's fable of the grasshopper and the ant contrasts the short-
term advantage of playing in the summer with the long-term penalty of freezing in
the winter.  In building a public understanding of systems, we should seek general
insights and make connections to where the same themes have already appeared.

Second, another inadequately appreciated general characteristic of systems
lies in high resistance to policy changes.  Perhaps as many as 98 percent of the
policies in a system have little effect on its behavior because of the ability of the
system to compensate for changes in most policies.  One author criticized the
Urban Dynamics book on the basis that it contained a very bad model because the
critic had been unable to find any policy in the model that substantially changed
the behavior of the model.3  But, have not mayors of cities also discovered most of
their policies to have been without effect?  Such insensitivity is not a defect in the
model, it is the nature of the cities being represented by the model.  Governments
of American cities have expended billions of dollars over several decades without
substantially altering the social problems with which they started.  The waste and
frustration are a consequence of attempting corrective action through policies
having inherently low influence.

                                                
3  The book does explain the only high-leverage policy that we discovered, which can convert

stagnation and high unemployment to a normal level of unemployment in balance with
industry and housing.
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In a similar way, national governments have debated monetary policy, have
tried all variations and theories, and are still left with worsening economic
problems.  In our work with the National Model, we find that monetary policy
often has low leverage over economic conditions.

7. SYSTEM DYNAMICS AND PUBLIC RESPONSES

System dynamics models have the potential for raising the quality of
managerial and political debate.  The books, World Dynamics (Forrester, 1971),
Limits to Growth (Meadows, et al., 1972), Toward Global Equilibrium (Meadows
and Meadows, 1973), and Dynamics of Growth in a Finite World (Meadows,
1974), launched intense world-wide debate even though their subject had been
treated in many preceding descriptive publications.  Why?  I believe there are two
reasons.

The first reason for intense public response to the books arose because of the
way the books illuminated long-run issues.  It is commonplace to assert that people
take only a short-run view of life, but that is only partially true.  In fact, most
people live in a world of split personalities in which business and political actions
are dominated by short-run objectives while at the same time personal goals
remain long-term.  Individuals hope for the future well-being of their children and
grandchildren even while responding unknowingly to short-run pressures in ways
that jeopardize that future.  The four books offered a way to understand the past
and present that could assist in seeing into the future.  Good system dynamics
modeling contributes to relating the legacy of the past to decisions of the moment,
and actions of the present to their implications for years to come.

In World Dynamics and the successor books, readers found an embodiment
of their concerns.  The models contained assumptions that had everyday meaning,
and behavior that corresponded to what people were seeing in the world around
them.  More and more in the intervening twenty years since the books appeared,
newspaper headlines have been revealing the reality of the limits to growth theme.
Every week one sees accounts of polluted wells, acid rain damage to forests,
falling water tables, atomic waste disposal uncertainties, hunger in many parts of
the world, and social pressures from crowding such as terrorism and illegal
immigration.

The second reason for intense public involvement arose because a
presentation based on a system dynamics model can have an internal consistency
that is beyond the reach of the usual discussion processes.  Such consistency
commands attention and yields persuasiveness.  By contrast, the usual writing and
debate about a complex social system contains internal contradictions.  Those
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contradictions usually occur in going from the structural assumptions to the
implied dynamic consequences.  In the step from assumptions to behavior, a writer
tries to solve intuitively in his head the high-order nonlinear equations of the
system; such is rarely done correctly.  But a model simulation provides certainty in
going from the assumptions about structure and policies to the implied behavior.

A presentation based on a model can have complete internal consistency.
One knows the assumptions in the model.  Simulation gives the behavior implied
by those assumptions.  Policy changes can be made and the resulting changes in
behavior can be determined beyond doubt within the context of the model.  Within
the modeling process, there need be no contradictions.

But internal consistency is not enough.  An argument can be internally
consistent and still erroneous in comparison with the real world.  But, the
persuasiveness of the system dynamics process reaches its full power when the
listener or reader finds agreement wherever his independent knowledge matches
the presentation of assumptions, behavior, or policy implications.

8. A NEW BASIS FOR PRE-COLLEGE EDUCATION

The greatest impact of system dynamics on public understanding can be
expected from pioneering projects now starting for introducing systems thinking
into high school and undergraduate studies (Forrester, 1990; Forrester, 1976;
Roberts, et al., 1983; Roberts, 1978; Roberts, et al., 1987).  Traditional educational
methods have tended to discourage synthesis and use of the knowledge that a
student has already acquired.  Too much emphasis has been put on the written data
base and not enough on the mental data base.  Education has taught static facts
rather than dynamics of natural and social change.

System dynamics offers a basis for a new kind of education that leads to a
better understanding of change in social and environmental conditions.  But the
dynamic viewpoint takes time to absorb.  Several years are needed to organize a
student's thinking to a dynamic frame of reference.  By starting in the first year of
junior high school and weaving a dynamic thread through high school and college,
we can hope for a society that is better able to cope with growing social
complexity.

Only when dynamic considerations are introduced throughout the
educational process will students have time to develop improved mental models to
guide personal and public action.  Just as understanding of the natural world rests
on science studies woven into all educational levels, so will a comparable
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understanding of dynamic systems in society and nature need to be made a part of
the entire educational sequence.

Education in the United States is generally recognized as serving less and
less well in meeting modern needs.  Failures in education appear in the form of
corporate executives who cannot cope with the complexities of growth and
competition, government leaders who are at a loss to understand economic and
political change, and a public that supports inappropriate responses to immigration
pressures, changing international conditions, rising unemployment, the drug
culture, governmental reform, and inadequacies in education.

The weakness in education arises not so much from poor teachers as from
the inappropriateness of the material that is being taught.  Students are stuffed with
facts but without having a frame of reference for making those facts relevant to the
complexities of life.  Responses to educational deficiencies are apt to result in
demands for still more of what is already not working—for more science,
humanities, and social studies in an already overcrowded curriculum—rather than
moving toward a common foundation that pulls all fields of study into a unity that
becomes mutually reinforcing and far easier to teach and to understand.

Education is fragmented.  Social studies, physical science, biology, and
other subjects are taught as if they were inherently different from one another even
though dynamic behavior in each rests on the same underlying concepts.  For
example, the dynamic structure that causes a pendulum to swing is identically the
same as the core structure that causes employment and inventories to fluctuate in a
product-distribution system and in economic business cycles.  Humanities are
taught without relating the dynamic sweep of history to similar behaviors on a
shorter time scale that the student can experience in a week or a year.

Missing from most education is a direct treatment of the time dimension.
What causes change from the past to the present and the present to the future?
How do present decision-making policies determine the future toward which we
are moving?  How are the lessons of history to be interpreted to the present?  Why
are so many corporate, national and personal decisions ineffective in achieving
their intended objectives?

Two mutually reinforcing developments now promise a learning process that
can enhance breadth, depth, and insight in education.  These two threads are
system dynamics and learner-directed learning.

System dynamics can provide a dynamic framework to give meaning to
detailed facts.  Such a dynamic framework provides a common foundation beneath
mathematics, physical science, social studies, biology, history, and even literature.
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As this is being written several introductory books on system dynamics are
available (Goodman, 1974; Roberts, et al., 1983; Richardson and Pugh, 1981;
Forrester, 1961).  None of this material is ideally organized for classroom use.
However teaching materials are now under development in many places in the
United States and abroad.

In his penetrating discussion of the learning process, Jerome Bruner states,
"the most basic thing that can be said about human memory… is that unless detail
is placed into a structured pattern, it is rapidly forgotten" (Bruner, 1963).  For most
purposes, such a structure is inadequate if it is only a static framework.  The
structure should show the dynamic significance of the detail—how the details are
connected, how they influence one another, and how past behavior and future
outcomes are influenced by decision-making policies and their interconnections.
System dynamics can provide such a dynamic framework.

“Learner-directed learning,” refers to a way of organizing a school so that
students work together in teams of two or three to cooperate in meaningful projects
for which they must do research and creative thinking.  Learner directed learning
shifts the role of a teacher from being a dispenser of knowledge to being a guide
and resource person.  Students are no longer merely passive receptors of what the
teacher says.  Instead the students work together to help one another and to explore
issues that are new to both them and the teacher.

There are now several dozen high schools and junior high schools making
substantial progress in combining system dynamics and learner-directed learning.
In several hundred schools some activity is under way.

The most advanced experiment in the United States in bringing system
dynamics and learner-directed learning together into a more powerful educational
environment appears to be in the Catalina Foothills School District of Tucson,
Arizona.  In that community the necessary building blocks for successful
educational innovation are coming together.  The process combines a fundamental
new concept of education, a receptive community, talented teachers who are
willing to try unfamiliar ideas, teachers who are at ease in the nonauthoritarian
environment of learner-directed learning, a supportive school administration, and a
"citizen champion" operating outside the school system.  Without a personal vested
interest except a desire to facilitate improved education, the citizen champion
inspires teachers, finds funding, arranges for computers, and facilitates
convergence of the political processes in the community.

To quote an eighth-grade biology teacher who has been a key player in this
dramatic experiment in moving toward a fundamentally new kind of education:
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"We now see students come early to class (even early to
school), stay after the bell rings, work through lunch and work at
home voluntarily (with no assignment given).  When we work on a
systems project—even when the students are working on the book
research leading up to system work—there are essentially no
motivation or discipline problems in our classrooms." (Draper, 1989)

The results have been so persuasive in this junior high school that in 1990
the district voted a $30 million bond issue to build a high school to carry on in the
educational pattern that has been established in the junior high school.

It is time to explore a new frontier.  We have been through the frontier of
science and technology.  The next frontier is to achieve a broadly based
understanding of social systems that can provide a foundation for effectively
dealing with economic and social stresses.

9. REFERENCES

Alfeld, Louis Edward, and Alan K. Graham. 1976. Introduction to Urban Dynamics. Waltham,
MA: Pegasus Communications. 333 pp.

Bruner, Jerome S. 1963. The Process of Education. New York: Vintage Books.

Draper, Frank. 1989. Letter to Jay Forrester. personal communication,  Orange Grove Junior
High School, 1911 E. Orange Grove Rd., Tucson, AZ 85718. May 2.

Eberlein, Robert. 1991. Vensim Reference Manual. IBM PC, DEC VMS, and UNIX
workstations. 72 Grafton St., Arlington, MA 02174: Ventana Systems, Inc.

Forrester, Jay W. 1958. "Industrial Dynamics--A Major Breakthrough for Decision Makers."
Harvard Business Review, Vol. 36, No. 4, pp. 37-66.  Also appears in revised form
as Chapter 2 in the author's Industrial Dynamics 1961 and Chapter 1, pp. 1-29, of
Collected Papers 1975; also as Chapter 2, pp. 37-65 in Edward B. Roberts, ed.,
Managerial Applications of System Dynamics, 1978, all from Waltham, MA:
Pegasus Communications.

------------- 1961. Industrial Dynamics. Waltham, MA: Pegasus Communications. 464 pp.

------------- 1964. "Common Foundations Underlying Engineering and Management." IEEE
Spectrum, Vol. 1, No. 9, pp. 66-77.  Also appears as Chapter 4, pages 61-80, in the
author's Collected Papers, 1975, Waltham, MA: Pegasus Communications.

------------- 1968. "Market Growth as Influenced by Capital Investment." Industrial Management
Review (MIT), Vol. 9, No. 2, pp. 83-105.  Also appears as Chapter 7, pages 111-132,
in the author's Collected Papers 1975; and as Chapter 12, pp. 205-226, in Edward B.
Roberts, ed., Managerial Applications of System Dynamics, 1978, both from
Waltham, MA: Pegasus Communications.

------------- 1969. Urban Dynamics. Waltham, MA: Pegasus Communications. 285 pp.



D-4224-4 33

------------- 1971. World Dynamics. (1973 second ed.). Waltham, MA: Pegasus Communications.
144 pp. Second edition has an added chapter on physical vs. social limits.

------------- 1975. Collected Papers of Jay W. Forrester. Waltham, MA: Pegasus Communications.
284 pp.

------------- 1976. "Moving into the 21st Century:  Dilemmas and Strategies for American Higher
Education." Liberal Education, Vol. LXII, No. 2, pp. 158-176.

------------- 1977. "Growth Cycles." De Economist, Vol. 125, No. 4, pp. 525-543.  H. E. Stenfert
Kroese B. V., Leiden, The Netherlands.

------------- 1979. "An Alternative Approach to Economic Policy:  Macrobehavior from
Microstructure." In Nake M. Kamrany and Richard H. Day (ed.), Economic Issues of
the Eighties. pp. 80-108. Baltimore: Johns Hopkins University Press.

------------- 1980. "Information Sources for Modeling the National Economy." Journal of the
American Statistical Association, Vol. 75, No. 371, pp. 555-574.

------------- 1990. "System Dynamics as a Foundation for Pre-College Education." In George P.
Richardson David F. Anderson and John D. Sterman, ed., Volume 1: System
Dynamics '90, pp. 367-380, 49 Bedford Road, Lincoln MA, USA:  System
Dynamics Society.  Also available as Memo D-4133, System Dynamics Group,
Sloan School, Massachusetts Institute of Technology.

Forrester, Nathan B. 1982. A Dynamic Synthesis of Basic Macroeconomic Theory:  Implications
for Stabilization Policy Analysis.  Ph.D. thesis, Sloan School, Massachusetts Institute
of Technology. 268 pp.

Freeman, Christopher, ed., 1983. Long Waves in the World Economy, London and Boston, MA:
Butterworths, 245 pp.

Goodman, Michael R. 1974. Study Notes in System Dynamics. Waltham, MA: Pegasus
Communications. 388 pp.

Graham, Alan K. 1980. "Parameter Estimation in System Dynamics Modeling." In Jorgen
Randers (ed.), Elements of the System Dynamics Method. pp. 143-161. Waltham, MA:
Pegasus Communications.

Harvard Business School. 1983. People Express  (483-103). Case study. Boston, MA: Harvard
Business School Case Services. 22 pp.

High Performance Systems. 1990. STELLA II Users Guide. Macintosh. 45 Lyme Road, Hanover,
NH: High Performance Systems.

Kondratieff, Nikolai. 1984. The Long Wave Cycle. New York: Richardson and Snyder, available
through E. P. Dutton. 138 pp.  A translation into English of papers written in Russian
in the 1920s.

Low, Gilbert W. 1980. "The Multiplier-Accelerator Model of Business Cycles Interpreted from a
System Dynamics Perspective." In Jorgen Randers (ed.), Elements of the System
Dynamics Method. pp. 76-94. Waltham, MA: Pegasus Communications.

Mass, Nathaniel J., ed., 1974. Readings in Urban Dynamics:  Volume I, Waltham, MA:
Pegasus Communications, 303 pp.

Mass, Nathaniel J. 1975. Economic Cycles:  An Analysis of Underlying Causes. Waltham, MA:
Pegasus Communications. 185 pp.

Meadows, Donella H., Dennis L. Meadows, Jorgen Randers, and William W. Behrens III. 1972.
The Limits to Growth. New York: Universe Books. 205 pp.



34 D-4224-4

Meadows, Dennis L., et al. 1974. Dynamics of Growth in a Finite World. Waltham, MA:
Pegasus Communications. 637 pp.

Meadows, Dennis L., and Donella H. Meadows, ed., 1973. Toward Global Equilibrium:
Collected Papers, Waltham, MA: Pegasus Communications. 358 pp.

Pugh, Alexander L., III. 1986. Professional DYNAMO Plus Reference Manual. IBM PC
computers. 5 Lee St, Cambridge, MA: Pugh-Roberts Associates.

Randers, Jorgen, ed., 1980. Elements of the System Dynamics Method, Waltham, MA:
Pegasus Communications. 488 pp.

Richardson, George P. 1991. Feedback Thought in Social Science and Systems Theory.
Philadelphia, PA: University of Pennsylvania Press. 374 pp.

Richardson, George P., and Alexander L. Pugh III. 1981. Introduction to System Dynamics
Modeling with DYNAMO. Waltham, MA: Pegasus Communications. 413 pp.

Richmond, Barry M. 1985. "STELLA:  Software for Bringing System Dynamics to the Other
98%." In Proceedings of the 1985 International Conference of the System Dynamics
Society: 1985 International System Dynamics Conference, pp. 706-718, 49 Bedford
Road, Lincoln, MA 01773 USA:  System Dynamics Society.

Roberts, Edward B. 1978. Managerial Applications of System Dynamics. Waltham, MA:
Waltham, MA: Pegasus Communications. 562 pp.

Roberts, Nancy. 1978. "Teaching Dynamic Feedback Systems Thinking:  an Elementary View."
Management Science, Vol. 24, No. 8, pp. 836-43.

Roberts, Nancy, David Andersen, Ralph Deal, Michael Garet, and William Shaffer. 1983.
Introduction to Computer Simulation:  A System Dynamics Modeling Approach.
Waltham, MA: Pegasus Communications. 562 pp.

Roberts, Nancy, Tim Barclay, and David Kreutzer. 1987. "Modeling Tools for Problem Solving."
In Proceedings of the 1987 International Conference of the System Dynamics
Society, Shanghai, China: 1987 international Conference of the System Dynamics
Society, pp. 888-895, 49 Bedford Road, Lincoln, MA 01773 USA:  System
Dynamics Society.

Schroeder, Walter W., III, Robert E. Sweeney, and Louis Edward Alfeld, ed., 1975. Readings in
Urban Dynamics:  Volume 2, Waltham, MA: Pegasus Communications. 305 pp.

Senge, Peter M. 1978. The System Dynamics National Model Investment Function:  A
Comparison to the Neoclassical Investment Function.  Ph.D thesis, Cambridge, MA,
Massachusetts Institute of Technology.

Senge, Peter M. 1990. The Fifth Discipline. New York: Doubleday. 424 pp.

Skinner, B. F. 1971. Beyond Freedom and Dignity. New York: Bantam Books. 215 pp.

Sterman, John D. 1985. "A Behavioral Model of the Economic Long Wave." Journal of
Economic Behavior and Organization, Vol. 6, pp. 17-53.

Sterman, John D. 1986. "The Economic Long Wave:  Theory and Evidence." System Dynamics
Review, Vol. 2, No. 2, pp. 87-125.

Sterman, John D. 1989. "Modeling Managerial Behavior:  Misperceptions of Feedback in a
Dynamic Decision Making Experiment." Management Science, Vol. 35, No. 3,
March, pp. 321-339.

Sterman, John D., and Dennis Meadows. 1985. "STRATEGEM-2:  A Microcomputer Simulation
Game of the Kondratiev Cycle." Simulation and Games, Vol. 16, No. 2, pp. 174-
202.



D-4224-4 35

van Duijn, J. J. 1983. The Long Wave in Economic Life. London: George Allen & Unwin. 239
pp.

Vescuso, Peter. 1985. "Using STELLA to Create Learning Laboratories:  An Example from
Physics." In Proceeding of the 1985 International Conference of the System
Dynamics Society: pp. 964-974, 49 Bedford Road, Lincoln, MA 01773  USA:
System Dynamics Society.

© 1991 Jay W. Forrester
Available at www.clexchange.org

Working in K-12 education to develop Systems Citizens
Permission granted for copying and for electronic distribution for non-commercial educational purposes


